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ABSTRACT 
The likelihood of incident occurring in oil and gas industries is high due to the inherent risks associated to high 
temperature, high pressure, hydrocarbon, and etc. One of the prominent incidents that have taken place is the Texas 
refinery explosion. The purpose of this review was to investigate the causes of the BP Texas refinery incident. There 
are three sources of references for the reviewed articles: Web of Science, Scopus, and Science Direct. The search 
results were filtered according to six selection criteria, and after reading the abstracts and full texts, ten articles were 
included in this review. These studies and reports were reviewed to understand modeling and simulation of the incident 
process and to identify the root causes of the incident. The review highlights the main factors that led to the incident 
including: lack of management of change (MOC), maintenance, preliminary hazard analysis, lack of effective safety 
barriers, and human errors in some sectors. It is recommended that lessons learned from the incident be shared to 
relevant parties to improve the process safety and further studies on safety barriers and their failure instead of 
simulation of the incident dynamics. 
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INTRODUCTION
Texas refinery:  

Due to the value of oil as the main source of 
energy in the world and its limitation to some countries 
and economic value, the refineries have been built 
around the world to get crude oil [1]. These refineries 
are naturally unsafe and dangerous  
Corresponding author: Seyed Shamseddin Alizadeh 
E-mail: alizadehsh@tbzmed.ac.ir

because they work with combustible, crude oil, toxic, 
volatile materials, and compounds and from 1985 to 
2001, petrochemicals and refineries have been ranked 
second in main events in the European Union [2]. The 
major incidents in these refineries are explosions, 
vapor cloud explosions (VCE), boiling liquid 
expanding vapor explosions (BLEVES), emission of 
dangerous materials, etc. [3].  
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Because of the high consequence incidents, 
to reveal casual factors, improve safety performance, 
prevent re-occurrence, these incidents should be 
investigated following incidents.  As defined by the 
center for chemical process safety, incident 
investigation is a systematic approach for determining 
the causes of an incident, and developing 
recommendations that address the causes to help 
prevent or mitigate future incidents. The department of 
energy (DOE) divides the process of incident 
investigation into three main parts: 1. Data and facts 
collection, 2. Evidence analysis, 3. Writing reports and 
judgments. On the other hand, three main objectives of 
the incident investigation method are: 1. organize 
collected information, 2. Description of the incident 
and the hypothesis created by the experts, 3. Provide 
corrective action [4-5-6-7].  

One of the main incidents in the oil industry 
is the Texas refinery incident in 2005. The Texas 
refinery is the most complex oil refinery, which 
includes oil refining and exploration, located in the 
south-east of Houston and its area is 1200 hectares and 
has 4 chemical units, 30 process units, 29 units of oil 
purification with a ranked ability of 460,000 barrels 
per day (bpd) and has the capability of producing about 
11 million (gallons) gasoline per day as well as jet 
fuels and diesel fuels. The number of permanent staff 
was 1600 people, during the incident, 1600 permanent 
employees and 800 additional contractors for 
turnaround work [8-9]. In an explosion at the refinery, 
15 people were killed and 180 wounded. The 
estimated financial loss for rebuilding from 2005 to 
2006 was 1.5 billion [10-11]. 

Description of the incident:  

The distillation tower (raffinate splitter 
section) in the isomerization unit was restarted during 
a maintenance operation that lasted for a month and 
the power was cut off. This restarting process was 
contrary to the BP restart instructions, so the operating 
employers continued pumping flammable 
hydrocarbons into the distillation tower. The 
hydrocarbon introduced lasted for almost three hours 
without any discharge from the tower. The HC  

accumulated inside the column and led to raise the 
level up to 17 feet inside the tower. Due to the lack of 
critical alarms and control tools, this problem was not 
noticed by the involved team. The hydrocarbons filled 
up in the tower, formed a sufficient hydrostatic 
pressure in the overhead piping, and added to the 
existing pressure of the tower. Consequently, the 
pressure at the bottom increased rapidly from 21psi to 
64psi. For this reason, three pressure relief valves were 
opened and flammable hydrocarbons discharged to 
blow-down through a header collection tubes to blow-
down drum (that was not attached to the flare) and 
stack attached to it. It is worth to know that the blow-
down was not connected to the flare. Blow-down drum 
was fully filled and the excess HC released to the 
ground through a stack connected to the top of the 
blow-down. Unfortunately, the flammable 
hydrocarbons were exploded probably due to the spark 
potential of a moving trailer near the discharged area 
[9-10-12].  

Process units: 

The incident occurred when a section of the 
ISOM unit of the refinery was re-launched after a one-
month maintenance period. The ISOM unit, which was 
built in the refinery in the mid-1980s to provide higher 
octane components for unleaded gasoline, has four 
parts: an ultrafiner desulfurizer, a penex reactor, vapor 
recovery/liquid recycle unit, and a raffinate splitter. 
Isomerisation is a refining process that causes the 
essential changes in atoms in the molecule without 
adding or removing anything from the original 
material. In the BP Texas City refinery, the ISOM unit 
transformed straight-chain normal pentane and hexane 
to higher octane branched-chain Isopentane and 
Isohexane for gasoline mixing and chemical 
feedstocks [12]. The schematic diagram of the 
Raffinate section of the ISOM has been illustrated in 
Figure 1. 
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Fig 1. The schematic diagram of the Raffinate splitter section adapted from[13]. 

 
 
 

Raffinate splitter section: 

On the incident day, the startup of the ISOM 
raffinate splitter section was begun. The raffinate 
splitter section took raffinate from the aromatics 
recovery unit (ARU) and came apart it to light and 
heavy components. About 40% of the raffinate was 
recovered as light raffinate, mostly pentane and 
hexane. The remaining raffinate feed was retrieved 
as heavy raffinate, which was practiced as a 
chemicals feedstock, JP-4 jet fuel, or blended into 
unleaded gasoline [12]. 
The tower was a vertical distillation column with an 
internal diameter of 12.5 ft (3.8 m) and a height of 
170 ft (52 m) with a volume of almost complete 
liquid of 154.800 gallons (586,100 liters). The tower 
had 70 distillation trays, which separated the light 
from heavy raffinate [12]. The liquid raffinate feed 
was transferred inside the tower (near the middle). 
The feed rate was controlled by an automatic flow 
control valve. A heat exchanger preheated the feed 
using raffinate product and again this feed was 
preheated in reboiler furnace  

 
using refinery fuel gas. Heavy raffinate pumping 
was carried out from the bottom of the tower, and 
after heating in the reboiler furnace, it was returned 
to the bottom of the tray. As a side stream, the heavy 
raffinate outcome was also taken off at the discharge 
of the circulation pump and transferred to storage. A 
level control valve that, when placed in “automatic,” 
adjusted to maintain a steady level in the tower, 
handled the flow of side stream. There was a level 
transmitter in the splitter tower that showed the 
tower liquid level for the control room operator. The 
liquid surface of the tower is 170 feet was measured 
by the transmitter in a 5-foot (1.5-m) span within the 
bottom 9 feet (2.7 m). In addition, there were two 
alarms in the splitter tower that showed the level of 
the liquid, one of them, was sounded when the 
transmitter readings got to 72% (2.3 m). The second 
alarms acted as redundant, and when the level 
reached 78% ((2.4 m)), it sounded. There was a low-
level alarm as redundancy in the tower. There were 
two heat exchangers in which the raffinate side 
stream passed through it. One of them exchanged the 



259 | IJOH | September 2020 | Vol. 12 | No. 3  Abbasi S. et al. 

Published online: Septembet 30, 2020 

heat of a heavy raffinate by feeding the cold inlet and 
one used the water to exchange the heat of the 
raffinate before being sent to storage or mixing 
tanks. Before the light raffinate vapors condensed by 
the air-cooled fin fan condensers, they moved the 
top and down a 148-foot (45-m) long section of the 
pipe and then deposited into a reflux drum. Then 
liquid from the reflux drum (this Liquid called 
“reflux”) pumped back up into the raffinate splitter 
tower on top of the top tray (Tray 1) [12].   
During normal steady-state operation, the reflux 
drum was kept thoroughly full and worked as a 
“flooded” drum. There are also high and low-level 
alarms, and a safety valve in the reflux drum at a 
pressure of 70 psig (483 kPa). A bypass line, which 
discharged into the raffinate splitter disposal header 
collection system, lets the release of non-
condensable gas (e.g. nitrogen) and wipe out the 
system. While startup, uncondensed vapors that built 
up in the drum were normally vented through a 
control valve to the refinery’s 3-pound purge and 
vent gas system. This control valve was not used 
during the March 23, 2005, startup because of 
breakdown [12]. 

 

Safety Relief Valves: 

To protect the raffinate splitter tower from 
overpressure, three similar safety relief valves were 

placed in the overhead vapor line 148 feet (45 m) 
below the top of the tower. The outlet of the relief 
valves was channeled to a disposal header collection 
system that discharged into a blow-down drum 
equipped by a vent stack [12]. 
The set pressures on these relief valves were 40, 41, 
and 42 psig (276, 283, and 290 kPa), respectively. 
An 8-inch NPS20 (8.625-inch, 21.9 cm outer 
diameter) line, fitted with a hand-operated chain 
valve, bypassed the safety relief valves and was used 
to discharge non-condensable gases and for system 
purging. The safety valves were designed to open 
and discharge mainly vapor into the raffinate splitter 
disposal header collection system when their set 
pressures were exceeded [12]. 

 

Disposal header collection systems: 

The disposal header collection system accepted 
liquid and/or vapor hydrocarbons from venting relief 
and blow-down valves from equipment in the ISOM 
unit and discharged them to the blow-down drum. 
The header collection system included a 14-inch 
NPS (35.6 cm outer diameter) lifted pipe about 885 
feet (270 m) long from the raffinate splitter tower. 
Other sections of the ISOM unit also released from 
two additional collection headers into the blow-
down drum. The schematic diagram of the disposal 
header collection has been shown in Figure 2. 
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Fig 2. The schematic diagram of the disposal header collection systems adapted from[12]. 

 

 
 

Blow-down drum and stack: 

The blow-down drum and stack were designed to 
receive blended liquid and/or vapor hydrocarbons 
from venting relief and blow-down valves during 
unit upsets or following a unit shutdown. In normal 
operation, light hydrocarbon vapors release from 
liquids, get up through a series of baffles and spread 
out the top of the stack into the atmosphere. Any 
liquids or heavy hydrocarbon vapors discharged into 
the drum either fall or condense and then fall to the  
 
 

bottom of the drum. The liquid would then be 
released from the base of the blow-down drum into 
the ISOM unit sewer system because a 6-inch NPS 
(6.625 inches; 15.24 cm outer diameter) manual 
block valve was chained open. This method of 
discharging to the sewer was unsafe; industry safety 
guidelines recommend against discharging 
flammable liquids that evaporate quickly into a 
sewer [12]. The schematic diagram of the blow-
down drum section has been shown in Figure 3. 
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Fig 3. the schematic diagram of the blow-down drum section adapted from [12]. 
 
 
 

The blow-down system, set up in the 
refinery in the 1950s, was a vertical drum with an 
inside diameter of 10 feet (3 m) and is 27 feet (8 m) 
tall. The drum was fitted with a 34-inch (86 cm) 
diameter stack that released to the atmosphere at a 
height of 119 feet (36 m) off the ground. The 
approximate liquid full volume of the blow-down 
drum and stack was 22,800 gallons (86,200 L). The 
drum had seven internal baffles; the disposal 
collection header systems from the ISOM unit 
released into the drum under the lowest baffle [12]. 

A liquid level, usually water, was retained 
in the bottom of the blow-down drum. The height of 
this level was controlled by a “gooseneck” seal leg 
piped to a closed drain. A level sight glass was 
available to monitor the water level and a high level 
alarm was set to activate when the liquid level in the 
drum was close to flowing over the top of the 

gooseneck seal leg. A second manual block valve 
was located in a branch line of the blow-down drum 
discharge pipe (Figure 3). Following this valve, 
which was normally closed, was a manual steam-
driven pump and a light slop tank [12]. 

Various incidents have taken place today 
and are being investigated. A main focus of existing 
investigation approaches is understanding why 
incidents happen, and on how to offer feedback to 
decision makers about the causes of adverse events 
[4]. Studies of the Texas incident provide useful 
information about key factors. CSB [14] and 
Mogford [15] are main reports that described and 
analyzed the incident. Among the studies, 
MacKenzie et al. identified some important human 
factors that contributed to the incident, such as 
inadequate training, operator fatigue, 
communication deficiencies, and so on [16]. 
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Jennifer et al. investigated the effects of the incident 
after BP Bake report that highlighted the safety of 
chemical processes and extended it to other 
industries[17]. Kalantarnia et al. provided a 
predictive model that uses the BP Texas refinery 
incident for consequence assessment as a valuable 
tool to conjecture the effects of loss of containment 
incidents [8]. Mark’s et al. study showed the 
importance of trailer siting and safety distance in the 
incident that proximity to the critical facilities led to 
an increase in consequences and fatalities [18].  

Although there have been numerous studies 
and reports on the BP Texas refinery incident, each 
scientific article investigates a specific aspect of the 
incident and have not comprehensively investigated 
the various causes and a review study has not been 
done. The main goal of this review was to 
investigate the causes of the BP Texas refinery 
incident according to studies that have been 
performed. We present a more extensive vision of 
the incident so that highlight the important causes. 
We also briefly described some recommendations 
that can prevent the reoccurrence same incidents. 

 

METHODS AND MATERIALS 

The current study was conducted to review 
published studies on the BP Texas refinery incident 
and investigated important causes of this explosion. 
First, the published studies were extracted with a 
regular search in databases, and by reviewing some 
of the inclusion criteria, the final articles were 
extracted, and the results and findings of these 
articles were reviewed 

Search strategy: 

This section discusses the methods which 
were used for selecting articles and criteria of these 
articles for entering the study. The database sources 
that used were the Web of Science (WOS), Scopus, 
and Science Direct databases. The search was done 
in the ''title, abstract and keyword'' field, of Scopus 
and science direct databases, and "Topic" of Web of 
Science database. The general search strategy 
included key terms such as "Texas AND accident", 
"Texas AND incident", "Texas AND explosion", 
"Texas AND event". After completing the search in 
the databases, the total number of identified articles 
was 83. 

 

Eligibility criteria: 

To be eligible for inclusion, the studies 
were required to comply with the following criteria: 
1) The articles were implied the BP Texas refinery 

explosion, 
2) The articles were published in a refereed journal, 
3) The articles were only a research type, 
4) The articles were limited to those published from 

2005 to 2019, 
5) The articles were written in English language, 
6) The articles were available online and in the 

form of full-text.  

 

Review process: 

Reference management (Endnote X9) were 
used for ordering and evaluating the titles and as 
well as for recognizing any duplicate entries. After 
duplicate articles were removed, the number of 
remainders articles were reviewed for title, abstract 
and keywords and some articles included. Any 
article that it's abstract was not available or when it 
was not clear, the full-text of article had been 
reviewed completely (in the third step).  

 

RESULTS  

This article describes the findings from 
studies that aimed to review and investigate the 
important causes of BP Texas refinery incident. 
After duplicate articles were removed, the number 
of remainders articles reached to 59. The remainders 
articles were reviewed for title, abstract and 
keywords and 15 articles included. After full-text 
articles were reviewed nine selected studies were 
included. The summary of Texas refinery incident 
related studies is detailed in Table 1. 
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DISCUSSION 

Models of incident evolution: 

Reports have been given so far on the 
incident, although there are some contradictions in the 
full description of the incident. The articles which 
studied have used some simulation models of the 
incident. In Manca et al. [11] study the UNISIM 
modeling technique is used to model the incident 
regarding the distillation tower unit and its 
interactions, but due to the complexity of the 
distillation column operation on the incident, this 
method cannot replicate the sequence of events, 
therefore the dynamics of the downstream events of 
the safety valves are not disclosed, and critical 
information such as the type of safety valves and 
process conditions for the input and output of safety 
valves are lost [19-20]. 

On the other hand, in previous reports, partial 
evaporation of the feed that resulted in the formation 
of a vapor cap, like a liquid plug, and led to the top of 
the feed tray to the column head has been mentioned 
cause of overflow in the distillation tower. Manca et 
al. showed that the cause of flood and overflow in the 
distillation column after 1 pm is that the steam phase 
was broken due to the presence of 30 sieve trays above 
the feed tray to the bubbles and liquid swelled due to 
the dispersion of those bubble in the liquid holdup. The 
presence of tray holes smaller than 8 mm leads to a 
plug and subsequently overflows. So the partial 
evaporation hypothesis of the steam is rejected [11-
19]. 

Among the studies that have been done, 
Manca et al. have been used the UNISIM modeling 
method, which mentioned the presence of trays was 
the cause of the distillation tower overflow. On the 
other hand, the homogeneous equilibrium model 
(HEM) cannot describe the dynamics of a sub cooled 
liquid flow or pressure at the bottom of the blow-down 
drum pipe. Nevertheless, this model helped to show 
that a nonlinear pressure drop across 270 meters of 
pipe causes partial evaporation of the fluid released in 
the relief valves with a significant reduction in both 
temperature and density. Because of the insufficiency 
of the HEM method, it is suggested that the alternative 
model, the separate phases model (SPM), based on a 
non-homogeneous, two-phase  

 
 

mixture (unlike HEM), be used. Another contradiction 
that can be seen is the presence of a flare on blow-
down drum. One study conducted by Khan et al. [9] 
and also based on a report’s results [21] emphasized 
and pointed the importance of the presence of flare 
which in case of flare existence the liquids and 
hydrocarbon vapors was not discharged outside the 
blow-down drum and vapor cloud was not created, but 
the study of Manca et al. [11] was done later pointed, 
the safety of the blow-down drum on another view. In 
other words, the geyser like release it was not due to 
inherent safety and the presence of flare in the blow-
down, but because of the size of the blow-down drum, 
that if had been large enough it would have taken all 
the liquid hydrocarbons from the isomerization unit 
[11]. 

Kalantarnia et al. used the dynamic risk 
model approach based on the concept of dynamic risk 
assessment. This method showed that if the dynamic 
risk assessment was carried out on the refinery, the 
incident would be prevented. Although this approach 
is heavily dependent on incident information and data 
accuracy and needs a strong safety culture during the 
process stages to monitor and record incidents [8-11]. 
Also, improving human factors, the reporting system 
is important in addition to the safety culture [22]. In 
spite of this, in addition to some deficiencies for some 
models, it is recommended instead of modeling the 
accident dynamics to investigate the failures in the 
barriers that led to the incident to improve process 
safety [10]. 

 

Lessons from incident: 

A description of several point that referred to 
in literature in other words, their role is highlighted in 
studies and reports is given as follows: 
Human factors: 

Although measures have been taken to 
improve safety in the oil industry, there are still severe 
events that are often due to human error or human 
failure events (HFE).  HFEs are principally human 
errors that have an adverse consequence on system 
safety and are the unit of analysis in human reliability 
analysis (HRA) [23]. One of the studies about the 
Texas refinery incident suggested that the relationship 
between safety–diagnosability principle  
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and the HRA be investigated. Another study after this, 
through HRA and Phoenix, (which is an HRA 
method), examines human failures that finding 
indicates a large number of factors and latent errors, 
affect the decisions and actions of operators in the 
aromatics, isomerization, and naptha desulfurization 
units (AU2 / ISOM / NDU series [2-12-13]. These 
defects create a suitable work environment for human 
error. Some pre-existing latent conditions and safety 
system deficiencies are lack of effective 
communication during unit startup, poor computerized 
control board display, malfunctioning 
instrumentation, insufficient staffing during start up, 
operator fatigue, and inadequate training [16]. It is 
worth mentioning that one of the significant causes of 
the happening of human error that, in turn, is 
responsible for work related accidents in developed 
countries, is inadequate training and experience [24]. 
It is suggested that training also was an important 
factor for prevention of the incident. 

The absence of supervising staff to confirm 
the correct procedure of doing work and absent in pre-
startup and startup procedures had not been followed 
properly, and preventive intervention was not 
performed [9]. Therefore, it can be concluded that 
‘organization process’, ‘inadequate supervision’ and 
‘skill-based errors’ were the main human factors and 
latent conditions. This finding is consistent with the 
findings of other studies [25-26-27-28]. Among these 
factors the skill-based error, happen amongst highly 
skilled members when task performance is being 
directed by automatic habit routines [29-30] and the 
only way to prevent this error is to pay attention to the 
surrounding circumstances [31]. 

 

Preliminary hazard analysis: 

Process decisions and activities require the 
use of a process safety management system (PSM). 
Such a system should plan, do, check, and act the 
program's essential management functions to be 
effective. Equally important to the effectiveness of a 
PSM system are the commitment and leadership 
showed by company management. The procedural 
measures, such as work permits and hot permit to 
work, to control the potential sources of combustion, 
including vehicles in restricted areas and vehicles on  

 

 
adjacent roads, when events such as startup and 
shutdown are scheduled [9]. 

Preliminary hazard analysis (PHA) [17] is an 
effective method to identify and evaluate hazards in a 
system [32]. One of the key points raised in this 
incident was the poor implementation of the PHA, 
since, one of the management elements that should be 
considered following the PSM standard is to conduct 
a Process PHA. To be According to occupational 
safety and health administration (OSHA), PHA is "a 
complete and systematic approach to identifying, 
assessing, and controlling the risks of chemical 
processes." The results of one Texas refinery incident 
report recommend that PHA risk analysis be applied to 
industries. The hazard and operability study 
(HAZOP), which is one of the PHA tools, is a high-
performance method for systematically identifying 
and assessing the safety risks involved in the process 
and, like other PHA tools, identify unacceptable risks 
[10]. Although Herbert study [33] confirmed this, the 
Baybutt [34] showed HAZOP study is not without its 
faults. 

The main 1993 PHA method for the ISOM 
unit identified the measuring instrument on raffinate 
splitter as protection against tower overfilling (and 
reaffirmed in 1998 and 2003). However, raffinate 
splitter devices were not on the list of essential tools. 
The ISOM unit was particularly feeble in the fire and 
explosion hazards . 

The disadvantages associated with poorly 
performing PHA in the refinery are as follows: 
 The consequences of the high-pressure levels in 

the raffinate splitter tower and the higher level in 
the blow-down drum and stack were not 
sufficiently identified. The excessive filling of 
the tower caused a high pressure in the safety 
valves and liquid overflow in the blow-down 
drum and stack. 

 High heat-up rates or blocked outlets are not 
known as a potential high-pressure cause . 

 Blow-down drum measurement was not 
evaluated for inhibiting the potential release of 
ISOM [12].  

Also in investigating Pennzoil refinery 
explosion in Rouseville, pennsylvania, environmental 
protection agency (EPA) suggested that the company 



BP Texas Refinery Incident Causes                                                                 IJOH.tums.ac.ir | 266 

Published online: Septembet 30, 2020 

use PHA method to assess the hazards of siting 
equipment and work regions [35]. 

 

Management of changes: 

Management of changes (MOC) in 
organizations, subject to main accident hazards, is one 
of the key elements of a safety management system 
[34-36]. On September 21, 2005, OSHA issued 18 
egregious willful violations to the Texas BP refinery, 
which was unsuccessful enough to evaluate the safety 
and health effects of a catastrophic explosion for 18 
temporary trains near the ISOM unit, with reference to 
PSM management of change requirements [18]. 

During the March explosion, the trailer was 
occupied by contractor personnel in November last 
year. The MOC was never approved by the ISOM unit 
administrator. After the March 2005 disaster, the 
refinery revealed that most mobile office trailers were 
not using the MOC process, and therefore no PHA or 
position evaluations were carried out. They also found 
that although the MOC process was used for a trailer 
or group of trailers, site analysis of the PHA site was 
either not performed, or not properly completed [18]. 

The MOC program intended to allow changes 
to be made by the executive director after the PHA was 
completed, and all items of safety measures were 
considered. However, this did not always happen. For 
example, placing a double-wide trailer next to the 
ISOM unit is not allowed. Management of the change 
processes (MOC) did not take into account the 
significant release of hydrocarbons in the stack. 
Otherwise, the trailers would not have been located 
where they were placed, and the consequences of this 
incident would have been far fewer severe [9-18]. So 
we can conclude that MOC  deficiencies in the Texas 
refinery is more apparent in trailer siting. The 
conventional management of change procedures 
typically consider only the technical and technology 
related changes, and it has been proposed that the 
organizational changes are important as well [37-38].  

 

Quantitative risk analysis: 

Quantitative risk analysis (QRA) is widely 
used in various industries as a tool for evaluate the risk 
of fire incidents in storage tanks [39-40], gas pipeline 
[41], ship being involved in ship collisions [42], 
improving safety, as part of the design, licensing, or 

operation of applied processes [43]. An important part 
of the system safety is identifying the potential risks 
associated with a process and assessing the probability 
of occurrence and its consequences. This approach 
determines the probability and consequences of a 
negative impact event. QRA originated in the nuclear 
industry and is now widely used in process industries 
with desired results. Kalantarnia et al. demonstrated 
the utility of the quantitative risk assessment (QRA) in 
modeling the events of the BP refinery in Texas on 
March 23, 2005. QRA (in the analysis of specific 
results) has identified important lessons such as 
facility mapping and hazard classification 
considerations [2-8-9]. On the other hand, the 
investigation of the incident demonstrates that the role 
of QRA in the trailer sitting in vicinity of refinery is 
striking. If the QRA was implemented during the 
management of change (MOC) decision making trailer 
probably would not be close to process units [9]. 
Domenico study showed the use of the simulator in 
relationship with the QRA also permitted testing the 
risk in new operating conditions in order to delimit 
safe regions for the plant [44]. These finding 
confirmed with previous studies [45-46]. 

 

Defense-in-depth and safety–diagnosability: 

It should be taken into account that the high 
liquid level and the base temperature contributed to the 
high pressure in the raffinate splitter. The presence of 
water, nitrogen, or inadequate feed is key factors 
contributing to the rapid increase in fluid pressure and 
transport. Stopping feed, increasing off take or 
decreasing  heat input earlier would prevent incidents 
[9]. 

The deficits of the refinery design consisted 
of mechanical defects and old technology. Most tower 
tools did not work on the day of the incident. The 
second high-level alarm did not sound, the sight glass 
was not clean and did not provide visual information, 
and the correct level transmitter was incorrectly 
calibrated and just determined liquid levels over a 5 ft. 
length of the 170 ft. tall tower. As a consequence, 
operators' observing ability to liquid levels was 
reduced, and understanding of the hazardous situation 
developing is decreased. If the safety–diagnosability 
principle is used correctly, in such cases, the operator's 
awareness of the situation increases, and after the 
initiating event, the opportunity is likely to be that the 
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incident is likely to be prevented or the severity and 
consequences are reduced [13]. 

Incidents usually be caused by the absence or 
gap of defenses or violation of safety constraints [47-
48-49]. Defense-in-depth in safety management means 
having more than one protective tool (such as multiple 
barriers, inherent safety features, engineered safety 
features, etc.) to achieve a safety goal so that even if 
one of the protective tools fails. The defense-in-depth 
strategy depends on the identification of the set of 
relevant initiating events against which barriers are 
needed. In the Texas incident, defense-in-depth was 
prominent, which if applied, would improve safety–
diagnosability principle. In other words, defense-in-
depth is complemented by the safety–diagnosability 
principle [13-50]. Also, one of the barriers that could 
reduce the severity of the incident was the evacuation 

alarms that people adjacent to the release site (i.e. 
trailers) were not notified before starting up or 
discharging hydrocarbons from the stack because of 
failure to sound the evacuation alarm [9]. Overall, the 
findings demonstrate that this factor could have 
prevented or reduced the consequences of the incident. 
Bakolas et al. [51] also confirmed this. 

 The summary of the lessons that can be 
learned from the incident is shown in Figure 1. 
Admittedly, some of the causes of the incident may be 
overlooked. Further studies are needed to reveal all of 
these causes. It is recommended that different 
methods, such as root cause analysis (RCA), STAMP, 
and etc. be used to investigate incidents, especially the 
BP Texas refinery incidents. Among these methods, 
STAMP is recommended because of its higher 
reliability than other methods such as Accimap [52].
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Fig 4. Schematic diagram of incident causes and Lessons from the BP Texas incident. 
 
 
 

 
 

Human factors, deficiency in defense in 
depth, preliminary hazard analysis [17], poor safety 
culture and management of change (MOC) are root 
and contributory causes of the incident. 

 

CONCLUSION 

This study has presented to explain the causes 
of the incident at the texas refinery and survey 
deficiencies and root causes, which together led to this 
catastrophe. A discussion and comparison of the 
studies revealed that the modeling of accident 
dynamics does not help to improve the process  

 
 

safety, and instead, it is suggested that it focus on 
barriers and their failures. The factors that led to the 
incident occurring at the texas refinery include defects 
in moc processes, inappropriate preliminary hazard 
analysis [17], poor maintenance, human factors, 
inadequate supervision, and defective barriers. It can 
be said that the most important factor was the defect in 
safety barriers. If the obstacles were activated 
properly, the incident did not occur. Also, if the trailer 
sitting was appropriate and the management of change 
procedure was well done, the severity of the incident 
would be reduced. It is recommended that more 
attention be paid to these factors in industries, 
especially in the oil and gas industry, and further 
studies on such incidents need to be undertaken to take 
advantage of lessons learned to improve process safety 
and incident prevention.  
 

REFERENCES 

1. Chettouh s, hamzi r, benaroua k. Examination of 
fire and related accidents in skikda oil refinery for 
the period 2002–2013. Journal of loss prevention 
in the process industries. 2016;41:186-193. 

2. Abílio ramos m, droguett el, mosleh a, et al. 
Revisiting past refinery accidents from a human 
reliability analysis perspective: the bp texas city 

and the chevron richmond accidents. The canadian 
journal of chemical engineering. 
2017;95(12):2293-2305. 

3. Lobato j, rodríguez j, jiménez c, et al. Consequence 
analysis of an explosion by simple models: texas 
refinery gasoline explosion case. Afinidad. 
2009;66(543). 

4. Lundberg j, rollenhagen c, hollnagel e, et al. 
Strategies for dealing with resistance to 
recommendations from accident investigations. 
Accident analysis & prevention. 2012;45:455-467. 

5. Sklet s. Comparison of some selected methods for 
accident investigation. Journal of hazardous 
materials. 2004;111(1-3):29-37. 

6. Vastveit kr, njå o. The roles of incident 
investigations in learning processes at a 
scandinavian refinery. Journal of loss prevention in 
the process industries. 2014;32:335-342. 

7. Ccps. Guidelines for implementing process safety 
management. John wiley & sons; 2016.  

8. Kalantarnia m, khan f, hawboldt k. Modelling of 
bp texas city refinery accident using dynamic risk 
assessment approach. Process safety and 
environmental protection. 2010;88(3):191-199. 

9. Khan fi, amyotte pr. Modeling of bp texas city 
refinery incident. Journal of loss prevention in the 
process industries. 2007;20(4-6):387-395. 

10. Isimite j, rubini p. A dynamic hazop case study 
using the texas city refinery explosion. Journal of 
loss prevention in the process industries. 
2016;40:496-501. 

11. Manca d, brambilla s. Dynamic simulation of the 
bp texas city refinery accident. Journal of loss 
prevention in the process industries. 2012; 
25(6):950-957. 

12. Investigation report report refinery explosion and 
fire. U.s. Chemical safety and hazard investigation 
board; 2007. 

13. Saleh jh, haga ra, favarò fm, et al. Texas city 
refinery accident: case study in breakdown of 
defense-in-depth and violation of the safety–
diagnosability principle in design. Engineering 
failure analysis. 2014; 36:121-133. 

14. Board). Cuscsahi. Bp texas city refinery explosion 
and fire e investigation report . Texas city2007. 



269 | IJOH | September 2020 | Vol. 12 | No. 3  Abbasi S. et al. 

Published online: Septembet 30, 2020 

15. Mogford j. Fatal accident investigation report. 
Isomerization unit explosion final report, texas 
city, texas, usa. 2005; 9:2005. 

16. Mackenzie c, holmstrom d, kaszniak m, editors. 
Human factors analysis of the bp texas city refinery 
explosion. Proceedings of the human factors and 
ergonomics society annual meeting; 2007: sage 
publications sage ca: los angeles, ca. 

17. Rodríguez jm, payne sc, bergman me, et al. The 
impact of the bp baker report. Journal of safety 
research. 2011;42(3):215-222. 

18. Kaszniak m, holmstrom d. Trailer siting issues: bp 
texas city. Journal of hazardous materials. 
2008;159(1):105-111. 

19. Manca d, brambilla s, villa a. Increasing the 
understanding of the bp texas city refinery 
accident.  Computer aided chemical engineering. 
Vol. 29: elsevier; 2011. P. 1266-1270. 

20. Palacin-linan j. Fatal accident investigation report, 
isomerization unit explosion final report, texas 
city. 2005. 

21. Cuscsahi board. Bp texas city refinery explosion 
and fire e investigation report. Texas city. 2007. 

22. Einarsson s, brynjarsson b. Improving human 
factors, incident and accident reporting and safety 
management systems in the seveso industry. 
Journal of loss prevention in the process industries. 
2008;21(5):550-554. 

23. Boring rl. Defining human failure events for 
petroleum applications of human reliability 
analysis. Procedia manufacturing. 2015;3:1335-
1342. 

24. Dhillon bs. Maintainability, maintenance, and 
reliability for engineers. Crc press; 2006.  

25. Zhou j-l, lei y. Paths between latent and active 
errors: analysis of 407 railway accidents/incidents’ 
causes in china. Safety science. 2018;110:47-58. 

26. Zhang x, hu w, zhou j, et al. The failure route 
between active and latent error in bus accident. 
Ieee access. 2019;7:164941-164951. 

27. Daramola ay. An investigation of air accidents in 
nigeria using the human factors analysis and 
classification system (hfacs) framework. Journal of 
air transport management. 2014;35:39-50. 

28. Lenné mg, salmon pm, liu cc, et al. A systems 
approach to accident causation in mining: an 
application of the hfacs method. Accident analysis 
& prevention. 2012;48:111-117. 

29. Reason j. Human error. Cambridge university 
press; 1990.  

30. Stranks jw. Human factors and behavioural safety. 
Routledge; 2007.  

31. Feyer a-m, williamson am, cairns dr. The 
involvement of human behaviour in occupational 
accidents: errors in context. Safety science. 
1997;25(1-3):55-65. 

32. Yan f, xu k. Methodology and case study of 
quantitative preliminary hazard analysis based on 
cloud model. Journal of loss prevention in the 
process industries. 2019;60:116-124. 

33. Herbert il, editor learning the lessons-retrospective 
hazops. Offshore europe; 2011: society of 
petroleum engineers. 

34. Baybutt p. A critique of the hazard and operability 
(hazop) study. Journal of loss prevention in the 
process industries. 2015;33:52-58. 

35. (epa) epa. Epa chemical accident investigation 
report, pennzoil product company refinery, 
rouseville,pennsylvania. 

36. Grossel ss. Guidelines for risk based process 
safety, aiche center for chemical process safety, 
wiley-aiche, new york (2007), 768pp., $150.00, 
isbn: 978-0-470-16569-0. Elsevier; 2008. 

37. Keren n, west hh, mannan ms. Benchmarking moc 
practices in the process industries. Process safety 
progress. 2002;21(2):103-112. 

38. Zwetsloot gi, gort j, steijger n, et al. Management 
of change: lessons learned from staff reductions in 
the chemical process industry. Safety science. 
2007;45(7):769-789. 

39. Wu d, chen z. Quantitative risk assessment of fire 
accidents of large-scale oil tanks triggered by 
lightning. Engineering failure analysis. 
2016;63:172-181. 

40. Wei t, qian x, yuan m. Quantitative risk assessment 
of direct lightning strike on external floating roof 
tank. Journal of loss prevention in the process 
industries. 2018;56:191-203. 

41. Jo y-d, ahn bj. A method of quantitative risk 
assessment for transmission pipeline carrying 
natural gas. Journal of hazardous materials. 
2005;123(1-3):1-12. 

42. Chai t, weng j, de-qi x. Development of a 
quantitative risk assessment model for ship 
collisions in fairways. Safety science. 2017;91:71-
83. 



BP Texas Refinery Incident Causes                                                                 IJOH.tums.ac.ir | 270 

Published online: Septembet 30, 2020 

43. Goerlandt f, khakzad n, reniers g. Validity and 
validation of safety-related quantitative risk 
analysis: a review. Safety science. 2017;99:127-
139. 

44. Di domenico j, vaz jr ca, de souza jr mb. 
Quantitative risk assessment integrated with 
process simulator for a new technology of 
methanol production plant using recycled co2. 
Journal of hazardous materials. 2014;274:164-172. 

45. Badri n, nourai f, rashtchian d. The role of 
quantitative risk assessment in improving 
hazardous installations siting: a case study. Iranian 
journal of chemistry and chemical engineering 
(ijcce). 2011;30(4):113-119. 

46. Ahumada cb, quddus n, mannan ms. A method for 
facility layout optimisation including stochastic 
risk assessment. Process safety and environmental 
protection. 2018;117:616-628. 

47. Leveson n. A new accident model for engineering 
safer systems. Safety science. 2004;42(4):237-270. 

48. Svedung i, rasmussen j. Graphic representation of 
accident scenarios: mapping system structure and 
the causation of accidents. Safety science. 2002. 

49. Rasmussen j. Risk management in a dynamic 
society: a modelling problem. Safety science. 
1997;27(2-3):183-213. 

50. Möller n, hansson so, holmberg j-e, et al. 
Handbook of safety principles. Vol. 9. John wiley 
& sons; 2018.  

51. Bakolas e, saleh jh. Augmenting defense-in-depth 
with the concepts of observability and 
diagnosability from control theory and discrete 
event systems. Reliability engineering & system 
safety. 2011;96(1):184-193. 

52. Goncalves filho ap, jun gt, waterson p. Four 
studies, two methods, one accident–an 
examination of the reliability and validity of 
accimap and stamp for accident analysis. Safety 
science. 2019;113:310-317. 


